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ABSTRACT
In this paper, we study the problem of detecting objects with rich
textual features from images. One such example is to detect stop-
watch regions from sports videos. We propose a novel approach
that combines image feature with text features for object detection,
and benchmark against traditional OCR-based method and object
detection method using image feature only. In particular, we modify
the Faster R-CNN model to accommodate input images with more
than three channels, with the additional channels corresponding
to text features. We demonstrate the effectiveness of our proposed
method through extensive experiments on various sports datasets
and analyze its performance in terms of accuracy and robustness.
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1 INTRODUCTION
In recent years, the analysis of sports videos has gained significant
attention, driven by the increasing demand for applications such as
automated sports analysis, broadcast enhancements, and real-time
event recognition. One of the critical aspects of sports video analysis
is the detection and recognition of various objects, including players,
ball, goalposts, scores, and time-related information such as the
stopwatch region. The stopwatch region provides valuable temporal
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information, which is crucial for understanding the game’s context
and for various time-sensitive analyses.

Despite the advancements in object detection algorithms, detect-
ing stopwatch regions in sports videos with high accuracy remains
a challenging task due to the diversity of sports environments,
occlusions, and the variation in stopwatch designs and locations.
Moreover, most object detectionmodels are pre-trained using image
features only, and using datasets dominant with non-text objects
such as animals, vehicles, boats, human, etc. Therefore, to fine-
tune these models to detect objects with rich textual features, large
amount of annotated images are still needed, which limits the ef-
ficiency of model development. On the other hand, OCR models
today excel at detecting individual words/characters from images,
but it still remains a challenging problem to put these detected
words/characters into semantically meaningful paragraphs/groups.

To solve the problem of transfer learning from generic object
detection models to text-rich object detection model, this paper
presents a novel approach that combines text features(detected by
OCR models) with image features as additional channels for detec-
tion task. Our proposed method leverages the additional channels
to provide supplementary information to the model, enabling it to
better distinguish and locate the stopwatch regions. We show that
for detecting stopwatch regions, this approach has higher recall
than directly fine-tuning pre-trained models using image features
only. It also outperforms traditional OCR-based method in terms
of both precision and recall. Moreover, the proposed method can
be applied to any use case to detect text-rich objects, such as road
sign, billboard, logo, or anything with consistent textual features.

The paper is organized in the following way: Section 2 summa-
rizes the related work, Section 3 explains in details the proposed
method, Section 4 introduces the dataset as well as the experiment
setup, Section 5 shows the experiment results and our analysis, and
finally, Section 6 concludes the paper with ideas for future work.

2 RELATEDWORK
In sports video analysis, numerous studies have been conducted on
object detection, focusing on the identification of various elements
such as players, balls, and goalposts [2]. Traditional methods, such
as background subtraction and optical flow, have been employed to
extract features and detect moving objects in sports videos [9, 18].
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However, with the advent of deep learning, convolutional neural
networks (CNNs) have become the dominant approach for object
detection. State-of-the-art models, including Faster R-CNN [13],
YOLO [12], and SSD [7], have been adapted for sports video analysis,
yielding significant improvements in terms of accuracy and speed
[17].

While a significant amount of research has been dedicated to
the detection of common objects in sports videos, the problem of
detecting stopwatch regions with high precision has received com-
paratively less attention. Existing methods for detecting time infor-
mation generally rely on OCR-based techniques, template matching,
or simple thresholding [1, 5]. These methods often struggle to per-
form robustly in sports environments, where the stopwatch region
may be subject to various challenges such as frequent design up-
date, large variations in the appearance by broadcaster even for the
same event.

Multi-modal research has gained significant attention recently,
especially image and text fusion. Most recent work(such as CLIP
[11]) rely on the transformer architecture [15] mainly due to its
flexibility in handling different modalities. It’s also flexible enough
to accommodate different types of text information accompanying
an image. Text without spatial correspondence with the image,
such as image caption, prompt, or description, can be fed into a
transformer as a regular text sequence, alongwith the image patches
[14]. On the other hand, text with spatial correspondence with the
image, such as text on the image, is usually first extracted by an
OCR engine, padded with positional embeddings, then fed into the
transformer along with image patches, such as in LayoutLMv2 [16].

One drawback with transformer is the relatively higher latency
compared to CNN-based model for high-resolution image process-
ing, which is not acceptable in real-time or near real-time sports
video analysis. Therefore, in this paper, we focus on the problem of
adapting existing CNN-based object detection model for image and
text fusion.

3 PROPOSED METHOD
We explain the proposed method in detail using one image as ex-
ample. To analyze a video, one can simply apply the method to all
frames in it. Given an image 𝐼 of shape (𝐻,𝑊 , 3), we first run OCR
on it and extract bounding box and text for each detected word.
Denote the collection of detected words by {𝑤𝑖 : 𝑏𝑜𝑥𝑖 , 𝑖 = 1, ...,𝑚},
where 𝑤𝑖 is the detected text, 𝑏𝑜𝑥𝑖 is the bounding box, and𝑚 is
the total number of detected words from the image. We don’t use
the "line" or "paragraph" detection results provided by most OCR
engine now, as we observed quite some false detection results.

Then we convert each word 𝑤𝑖 to a text embedding 𝑒𝑖 . There
are many choices available when it comes to extracting text em-
beddings, such as BERT [4], GLOVE [10], CLIP text encoder [11],
etc. As stopwatch text is usually not included in the vocabulary
of generic text embedding models, and is often in consistent for-
mat (only consisting of digits and limited symbols such as “:” and “.”),
we choose a customized 5-dimensional embedding 𝑒𝑖 : [IsUpperCase,
length, entity, HasColon, HasDot], where entity of𝑤𝑖 represents the
classification result by a pre-trained NER model.

There are many ways to construct text embeddings. For instance,
if the text-rich object contains sentences instead of words(such

as paragraphs in a document), it’s natural to use contextualized
sentence embedding provided by BERT. On the other hand, if it
contains mainly single characters, one can use character embedding
instead of word/sentence embedding. Other factors to consider
include: is the text language supported by the embedding model, is
the text included in the embedding model vocabulary, what is the
desired dimension of the text embedding, etc. We believe the most
appropriate text embedding method depends on the use case.

Given the text embedding collection {𝑒𝑖 : 𝑏𝑜𝑥𝑖 , 𝑖 = 1, ...,𝑚}, we
construct a text map 𝑇 of the same spatial shape as the image but
with number of channels equal to the text embedding dimension
(𝐻,𝑊 ,𝑑𝑚). In our use case, 𝑑𝑚 = 5. In particular, we define the
text map as follows:

𝑇 [𝑥,𝑦, :] =
{
e𝑖 if (𝑥,𝑦) ∈ 𝑏𝑜𝑥𝑖

®0 otherwise.
(1)

That is, all pixels in the text map corresponding to a word 𝑤𝑖

are assigned the value 𝑒𝑖 , otherwise they are assigned value zero.
Figure 2 shows an example image and its derived text map. The
constructed text map𝑇 is then concatenated with the original image
𝐼 , producing the text-fused image (𝐼 ,𝑇 ) of shape (𝐻,𝑊 ,𝑑𝑚+3). Note
that by defining text map in the above way, we implicitly assume
that text detections do not overlap with each other. For sports
video or other images with artificial text, this assumption usually
holds. However, for cases with potential overlapping text, such as
in natural photographs, extra care should be put into defining the
text map so that no information is lost or overwritten.

With the text-fused image (𝐼 ,𝑇 ) constructed, the only remaining
step is to modify an object detection model to take such an image
with more than 3 channels as input. We explain our approach with
FasterRCNN, but similar approaches can be applied to other models
such as YOLO, SSD, etc.

Traditional FasterRCNN uses a backbone with FPN to extract
features from the input image, which is processed by the RPN to
generate proposals and then by the prediction head to generated
detections. Complexity of the pipeline makes it challenging to add
text map in the middle of the process. Adding it to the end(such
as before the final layer in the prediction head), on the other hand,
runs the risk of missing the object entirely if RPN fails early on.
Therefore, we decide to feed the text-fused image into the model
from the beginning. In particular, we add another convolutional
block, in parallel to the original convolutional block responsible
for processing raw image 𝐼 , to process the raw text map 𝑇 . The
processed text feature is then added to the image feature and pro-
cessed together by downstream blocks. See Figure 1 for the overall
architecture of our proposed model.

Note that, this way of text image fusion is almost architecture-
agnostic, requiring only the first few layers in the model to be
modified. It not only works with CNN-based models, but also works
with transformer-based models. For instance, with DETR [3], one
only need to modify the image patch embedding layer to make it
work.

3.1 Baseline Method
We compare the proposed method to two baseline methods, de-
scribed below.
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Figure 1: Overall architecture of the proposed model for image text fusion.

Figure 2: Original image(top) and the derived text
map(bottom). For visualization purpose only the first
3 channels of text map are included.

1. FasterRCNN using image feature only. This is the common
way of performing object detection using visual signals only. As
discussed in Section 1, large amount of annotated data is needed in
order to transfer the knowledge from a generic object detector to a
text-rich object detector.

2. Unsupervised OCR-based method using regular expression.
This method leverages the OCR text detection results directly and
apply simple regular expression rules to find text regions corre-
sponding to stopwatch. In particular, we use a regex rule that
matches common stopwatch text strings like "1:26", ":12", "58.3",
":08.5" and so on, with additional checks to make sure the string
length and format matches expected stopwatch. The biggest ad-
vantage of this approach is it doesn’t require any annotated data,
hence enabling fast prototyping and turnaround. However, as will

be shown later, its performance also suffers from the lack of super-
vision, as any other unsupervised method does.

4 DATA AND EXPERIMENTAL SETUP
We collected and annotated a dataset of sports videos and ex-
tracted 38k images. The dataset includes diverse sports types such
as basketball, football, and soccer. Moreover, for each sport type,
we sampled videos from multiple games to ensure we cover as
many stopwatch design as posssible. The dataset is split into ∼90%
training and ∼10% validation.

We used AWSRekognition as the OCR engine to extract text from
the dataset, and only kept the detections of type "WORD". Textmaps
are then constructed as in Section 3 and fused with the original
images.We initialize themodified FasterRCNNmodel using weights
pre-trained on COCO, except for the two newly introduced parallel
convolutional blocks for image and textmap processing respectively.
As a result, we don’t freeze the backbone weights during training
so that these newly introduced parameters are learnt properly. The
additional image channels corresponding to textmap are normalized
with mean 0 and standard deviation 1(essentially no normalization).
The model is trained for 10 epochs with batch size of 26, using
ADAMW optimizer with weight decay of 0.0005 and momentum of
0.9. We use a constant learning rate of 0.0001.

As location is usually an important factor that goes into the stop-
watch design, we did not use any data augmentation techniques
that alter the image spatial layout (such as cropping, rotation, flip-
ping, etc.), and only go with augmentation in the color space such
as randomly modifying the brightness, contrast, saturation, and
hue. The baseline method of FasterRCNN using image feature only
is trained with the same recipe.

5 RESULTS
We compare the performance of the proposed model with baseline
methods on a holdout test set with ∼ 500 images and show the
results in Table 1. For each model, we compute the mean aver-
age precision (mAP) with 𝐼𝑜𝑈 = 0.5, and the average recall (AR)
with 𝐼𝑜𝑈 = 0.05 : 0.95. The "image+text" method is the proposed
method, the "image-only" method is the traditional object detection
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approach using image feature only, and "OCR" is the unsupervised
OCR-based method.

Overall, both image+text and image-only models achieve the
desired high precision(1.0), higher than OCR-based method(0.957).
However, the image+text model is able to detect more stopwatch
regions with an average recall of 0.804, higher than the image-only
model(0.783) and the OCR-based method(0.533). As the stopwatch
design could vary a lot by sport, we also compare these models’
performance by sport type. We observe strong inter-sport variation
for model performance. Noticeably, both models perform better
for soccer than for football and basketball. We suspect that this is
because the stopwatch design for soccer is usually simpler than
that for football and basketball. See Figure 4, Figure 5,and Figure 6
for some example stopwatch designs by sport.

Figure 3: An example of corrupted frame from basketball
livestream. The proposed model is able to recognize the stop-
watch region despite the corruption to image quality.

Broadcast livestream often suffers from quality issues such as ar-
tifacts(e.g., shadows, glare, reflections), blur, noise, and frame drop.
See Figure 3 for an example. Therefore, it is important to assess
the robustness of an algorithm to be used in such situations. We
measure the robustness of the proposed model on the same dataset,
but with the images corrupted by adding Gauss noise and introduc-
ing random cropping(stopwatch regions are always kept). Results
are shown in Table 2. As these augmentations are not used during
training, both models’ performance drop significantly compared to
Table 1. However, we can see that the proposed model outperform
the image-only model by a much larger margin for all sports and
for both precision and recall, demonstrating its robustness to low-
quality input images. In particular, the proposed model achieves
higher recall for football than the image-only model on corrupted
images, although its recall is lower on uncorrupted images.

Although OCR provides valuable text information which is usu-
ally unavailable in traditional object detection models, it’s also
likely that the additional parameters introduced into the model
could take longer to train, thus hurting the convergence speed.
Therefore, we would like to study whether the additional text in-
formation provides performance boost early in training.

From Figure 7, both the proposed model and the image-only
model exhibit fast loss decrease during training, demonstrating that

Figure 4: Example stopwatch designs for basketball. Notice
the variation in location, color, font, as well as surrounding
area.

Figure 5: Example stopwatch designs for soccer. The high-
level design is very similar, despite minor changes in color
and font.

the additional parameters could be trained effectively. In Figure 8,
we can see that although both models have similar validation mAP
during training, the image+text model has consistently better recall
for all evaluation epochs, except for the first one. This proves that
the additional text information not only doesn’t hurt training, but
also brings performance gain very early during the training process.

6 CONCLUSION AND FUTUREWORK
We proposed a novel approach for stopwatch detection in sports
video analysis by fusing image with text information. Experiments
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Table 1: Performance comparison on the test dataset, by sport. For each row, numbers in boldface indicate the best-performing
model.

sports method image+text image-only OCR support

mAP AR mAP AR mAP AR
football 1.0 0.646 1.0 0.696 0.919 0.498 126
soccer 1.0 0.985 1.0 0.923 0.997 0.61 137

basketball 1.0 0.702 1.0 0.633 0.832 0.428 234
overall 1.0 0.804 1.0 0.783 0.957 0.533 497

Figure 6: Example stopwatch designs for football. There are
two stopwatches in the first plot, with the top one for the
current game and the bottom one for another game happen-
ing at the same time.

Table 2: Performance comparison on the corrupted test
dataset, by sport.

sports method image+text image-only

mAP AR mAP AR
football 0.757 0.57 0.537 0.515
soccer 0.777 0.77 0.6 0.73

basketball 0.74 0.64 0.508 0.468

show that the proposed method outperform traditional object de-
tection approach using image features only, as well as rule-based
OCR. As a matter of fact, the proposed method can be applied to
any problems involving text-rich objects, such as document layout
analysis, UI parsing, etc. We plan to apply this method to other use
cases to test its efficacy. As transformer is becoming the dominant
architecture in multi-modal research and image text fusion, we’d
also like to compare the proposed method to other alternatives
using transformer, such as DETR and LayoutLM.

Another promising research direction is pre-training or self-
supervised training for the proposed method. Masked word pre-
diction has become the mainstream pre-training task for language
modeling, which is also the pre-training task used by LayoutLM,

Figure 7: Training loss plotted against training iterations.

Figure 8: Validation mAP and AR by epoch.

with modifications. On the other hand, MAE [6] introduced a simi-
lar pre-training task for pure vision models by predicting masked
image patches. To the best of our knowledge, no well-defined pre-
training task exists for CNN-based image text fusion models. The
introduction of ConvNeXt [8] has shown that CNN-based models
are not necessarily inferior to transformer-based models for vision
tasks. With an effective pre-training task, we believe CNN-based
large language-vision model could become possible.
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